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ABSTRACT
Datacenter transport protocols, pioneered by DCTCP [1],

have evolved over the last decade to achieve high throughput

for bulk data transfer while maintaining low latency for small

messages. The latest ones, including NDP [2] and Homa [5],

are not extensions to TCP—they are message-based and often

receiver-driven, where the receiver schedules the senders for

packet transmissions to enable fine-grained network utiliza-

tion. While most of these protocols have been implemented

in user space or simulators, the availability of the Linux ker-

nel implementation of Homa since 2021 [7], along with its

demonstrated use in industry [4], makes widespread adop-

tion of alternative transport protocols within reach.

However, what if the applications want data encryption to

isolate themselves from other tenants and protect themselves

from network infrastructure? Many cloud operators host

multiple tenants. Furthermore, even hyperscalers do not

build every datacenter component on their own; they source

many, such as switches, cables, and interface modules, from

external vendors, which could be later found vulnerable or

malicious. It is thus common for datacenter applications or

tenants to seek encryption for their network data, just as

they would over the Internet.

Adding encryption to datacenter transport is challenging

because it may sacrifice important transport properties. We

present Secure Datacenter Transport protocol (SDT), a design

for datacenter transport encryption that preserves three key

properties important to protocol designers and datacenter

operators.

The first property is transport-level support for in-network
compute, as defined in MTP [9]. MTP argues the need for the

network to identify boundaries of application-level messages,

which can be encrypted, within the flow for load balancing,

congestion control and fairness guarantee.

The second is compatibility with existing hardware of-

fload, particularly for cryptographic operations. Although

hardware-based transports with custom NICs have been in-

troduced by hyperscalers, smaller operators would perfer a

protocol that is open and can be accelerated by commodity

NICs.

The last, but not least is natural introduction of a new

transport protocol. Although deploying a new transport pro-

tocol without UDP encapsulation in the Internet is almost

hopeless due to unmodifiable middleboxes [6, 3], this is not

the case in datacenters. New protocols, alongside TCP and

UDP, would ease network management, in-network compute

and load balancing within the host stack.

SDT supports unordered, arbitrary-length encrypted mes-

sages over an authenticated session, but with plaintext mes-

sage identifiers and offsets in packets. This enables the net-

work or the host stack to perform message-granularity op-

erations, such as load balancing. SDT uses TLS offload and

segmentation offload available in commodity NICs [8]. Un-

like TLS/TCP, SDT enables message-level parallelism in the

host stack by serializing the messages into the TLS record

sequence only at the bottom of the stack in a rate-controlled

manner, preserving the in-host load balancing property re-

quired by message-based transports.

This work makes two main contributions:

(1) Identifying a design point for an encrypted message-

based datacenter transport protocol that is protocol-number-

agnostic, general for other datacenter transports like

NDP, and compatible with existing TLS offload.

(2) A proof-of-concept implementation of SDT that exhibits

at most 41% lower overhead than TLS/TCP. We also re-

port the implications of this contribution: the porting

effort of the application, Redis, and in-kernel user, NVMe-

oF, to use SDT, and enabling fast, 0-RTT key exchange

for SDT.
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