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A dynamic virtual
representation of a physical
object or system across its
lifecycle, using real-time data
to enable understanding,
learning, and reasoning.

Figure 1. Manufacturing process digital twin model
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Down-sampling

In signal processing, down-sampling is the
process of reducing the sampling rate of a
signal. This is usually done to reduce the data
rate or the size of the data. This can be
performed by compression, or simply removal
of values.

Good attributes of down-sampling

approaches

* It should be adaptive to considering various
operating conditions that might exist.

* It should take outliers into considerations
as they are important, and imperative to a
good understanding of the physical entity.

* It should be able to function in a real time
environment, for better latency.

Steinarsson, S. (2013). Downsampling Time Series for Visual Representation.
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Down-sampling

Largest Triangle Three buckets (LTTB) downsampling 0.1%
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* Linear
- I e Last object carried forward
D OW n S a m p ‘ I n g * Next object carried backwards

Largest Triangle Three buckets (LTTB)downsampling 0:1% * Mean
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Down-sampling Example

Largest Triangle Three buckets (LTTB) downsampling 1% Largest Triangle Three buckets (LTTB) downsampling 5% Largest Triangle Three buckets (LTTB) downsampling 10%
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Down-sampling Example

Largest Triangle Three buckets (LTTB) downsampling 1% Largest Triangle Three buckets (LTTB) downsampling 5% Largest Triangle Three buckets (LTTB) downsampling 10%
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Interpolation

Good attributes of interpolation
approaches.

Knowledge of the semantics of
the down-sampling
approaches, such as the
thresholds, down-sampling
configuration.

Statistical accuracy

Visual accuracy
Quick execution
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Interpolation

There are tradeoffs to be considered with
it comes to selecting interpolation
methods.

* The methods currently listed don’t have
an implicit knowledge into how the data
was down-sampled.

* The mean mode and median does not
provide a good visual and statistical
accuracy. T

* The Spline interpolation does not provide ,
a good visual accuracy as the values H
interpolated could end up interpolating |
into the negative axis. I

* The Kalman based interpolations are
slower when compared to the rest due to
the way it functions.
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Similarity metrics

 The sampling variable of the
largest triangle three buckets
have an impact on the
similarity metric value.

* The interpolation type has an
impact on the final similarity
metric value.

* The similarity variable
matters when paired up with
the specific interpolation

type.
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Future directions

* Aim to further complete the permutations of down-sampling
algorithms, imputation methods and similarity metrics, as the more
visited the more insights can be gleamed from this body of work.

* Expand into multivariate down-sampling.

* Develop a testable streaming implementation of the system on a
physical hardware.
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