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PopcornLinux and Compiler Framework 
Project
ÅStarted at Virginia Tech, Blacksburg, VA, mid-2012
ÅBinoy Ravindran, Antonio Barbalace

ÅTargets platforms with multiple groups of general-purpose processing units
ÅNon-cache-coherent
ÅMicroarchitectural or ISA heterogenous

ÅInitial goal
ÅExtend the multiple kernel OS design (Barrelfish) to Linux
ÅProvide the same OS and programming environment among processing units

ÅOS and compiler provide SMP functionalities on non-SMP platforms

Was that worth? How to do that?



¢ƻŘŀȅΩǎ ²ƛƭŘƭȅ IŜǘŜǊƻƎŜƴƻǳǎ IŀǊŘǿŀǊŜ 
Example 

CPUCPUCPUCPU

MemoryMemory

CPU

MemoryMemoryMemory

CPU

DiskNetwork Disk

Memory

MemoryMemoryMemoryMemory

Memory

MemoryTPU

Accel 
X

GPU

Memory NPU MemorySPU

MPU

GPU
Accel 

X
TPU

Lesson 1:Processing units' 
heterogeneity is here to 

stay, but no cache-
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Popcorn Design
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Why and how?



Classic Software for Heterogeneous Hardware

ÅSoftware runs on CPUs
ÅOther processing units 

cannot run the same 
software as the CPUs
ÅProgrammer (strictly) 

partitions the application 
ÅEach partition runs only 

on a predefined 
processing unit
ÅSupportingdrivers, 

runtime, compilers
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What Are the Problems?

ÅFor each hardware component 
ÅModify all software layers 

ÅNightmareŦƻǊ ŀǇǇƭƛŎŀǘƛƻƴΩǎ ǇǊƻƎǊŀƳƳŜǊǎ
ÅHard to program 

ÅDifficult to port to a new platform

ÅPoor resource utilization (performance, energy efficiency, 
determinism)
ÅOne programmer focuses on one application

ÅMany applications run at the same time



New Software for Heterogeneous Hardware
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Popcorn Linux

Å Runtime
ÅRuntime ISA execution migration

ÅState transformation

ÅBased on muslC library

Å Compiler Framework 
ÅOffline analysis

ÅModel-based code optimization

ÅOne binary per ISA
ÅBased on gcc/LLVM

Å Replicated-kernel Operating System
ÅOne kernel per ISA
ÅDistributed systems services

ÅSingle system Image

ÅBased on Linux
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Popcorn Linux ςOperating System
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Å Single System Image
Å Based on Popcorn namespaces (NS)
Å Creates a single operating environment

ÅMigrating app sees the same OS

Å Extends Linux namespaces

Å Distributed OS Services
Å Task (thread and process) migration

ÅNative code migration

Å Distributed memory management (DSM)
Å Distributed file system

Å Inter-kernel Communication Layer
Å Performance critical component

Å low-latency and high-throughput

Å Exclusively kernel-space
Å Single format among ISAs
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Popcorn Linux ςTask Migration

ÅProcess Migration

ÅWhole application is transferred
ÅAll threads, user- & kernel-state

ÅNo dependecies are left on the 
origin kernel
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ÅThread Migration

ÅSelected threads are transferred
ÅThreads' state is transferred

ÅKernels coordinate to maintain 
application state consistent 



Popcorn Linux ς¢ƘǊŜŀŘ aƛƎǊŀǘƛƻƴΩǎ DSM

ÅReplicated virtual address space 

ÅKept consistent among kernels 

ÅPage coherency protocol
ÅBased on Modified-Shared-Invalid 

(MSI)cache coherency protocol
ÅMemory page granularity instead 

of cache line granularity
ÅAdditional states to improve 

performance
ÅScaled from two kernels to 

multiple kernels




